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Abstract

This paper proposes novel resource management mechanisms for multimedia services in 3GPP Long Term Evolution
(LTE) networks aimed at enhancing session establishment success and network resources management, while maintaining
acceptable end-user quality of experience (QoE) levels. We focus on two aspects, namely admission control mechanisms
and resource allocation. Our cross-layer approach relies on application-level user- and service-related knowledge ex-
changed at session initiation time, whereby different feasible service configurations corresponding to different quality
levels and resource requirements can be negotiated and passed on to network-level resource management mechanisms.
We propose an admission control algorithm which admits sessions by considering multiple feasible configurations of a
given service, and compare it with a baseline algorithm that considers only single service configurations, which is further
related to other state-of-the-art algorithms. Our results show that admission probability can be increased in light of ad-
mitting less resource-demanding configurations in cases where resource restrictions prevent admission of a session at the
highest quality level. Additionally, in case of reduced resource availability, we consider resource reallocation mechanisms
based on controlled session quality degradation while maintaining user QoE above the acceptable threshold. Simulation
results have shown that given a wireless access network with limited resources, our approach leads to increased session
establishment success (i.e., fewer sessions are blocked) while maintaining acceptable user-perceived quality levels.
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1. Introduction

With the advent of high performance mobile technolo-
gies, the capabilities of data transmission on the move have
been improved to a great extent. Together with the devel-
opment of advanced mobile devices, networks like 3GPP
Long Term Evolution (LTE) enable the provision of a wide
range of multimedia services, like high quality video and
online gaming, to mobile users. Ericsson Mobility Report
has shown that the volume of mobile data traffic has al-
most doubled from the second quarter of 2012 to the sec-
ond quarter of 2013, and further grown 10% between the
second and the third quarter of 2013 (Ericsson, 2013). Fur-
ther increases in mobile traffic volume are expected and
capacity shortage is inevitable. This calls for new quality
of experience (QoE) driven resource management mech-
anisms, as the demand and popularity of advanced mul-
timedia services aiming to meet user experience require-
ments are expected to grow (Agboma and Liotta, 2012;
Baraković and Skorin-Kapov, 2013).

Many parameters affect the end user perceived multi-
media service quality. At the application layer, examples
of such parameters include media type, display resolution,
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codec type, frame rate, etc. At the network layer, typical
parameters to consider are delay, jitter, loss, and through-
put. A joint consideration and mapping of these param-
eters to achievable QoE levels is necessary when making
intelligent resource allocation decisions. Resource man-
agement mechanisms often focus on lower layer data and
Quality of Service (QoS) mechanisms, while neglecting the
impact of application layer parameters. For example, typi-
cal resource allocation mechanisms may perform high-level
traffic classification and prioritization, without consider-
ing the knowledge of how given mechanisms actually im-
pact end user QoE, e.g., Nasser and Guizani (2010) classify
all services into two categories and distinguish them only
by their priorities. Utility functions have been commonly
used in the context of formalizing the correlation between
network performance and user perceived quality, express-
ing users degree of satisfaction with respect to correspond-
ing multi-criteria service performance (Reichl et al., 2011).

In our previous work, we have proposed a QoS nego-
tiation and adaptation framework for multimedia sessions
(Skorin-Kapov et al., 2007; Skorin-Kapov and Matijasevic,
2009), which has supported the application-level signalling
and end-to-end negotiation of a so-called Media Degrada-
tion Path (MDP) to specify a mapping between session pa-
rameters, resource requirements, and corresponding user
experience quality levels. The MDP has been defined as
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an ordered collection of different feasible session configura-
tions, where each configuration specifies service operating
parameters (e.g., codec, video resolution), corresponding
resource requirements of each involved media flow (e.g.,
required bandwidth), as well as an expected utility value.
The utility value represents a numerical indicator of user
perceived quality with the regarding configuration. For
example, consider an audiovisual service that supports dif-
ferent bitrates and encoding types, offering the audio and
video flows at different quality levels (e.g., which can be
chosen from depending on the type of access network an
end user is using, terminal capabilities, operator policy,
user subscription type, etc.). In each MDP, there is an
optimal configuration (resulting in the highest achievable
utility value) and several alternative ones, ordered by de-
creasing utility value.

During calculation of the MDP, user and service profiles
are taken as input, specifying parameters such as service
adaptation capabilities (service profile) and user prefer-
ences, e.g., regarding media flow importance and prefer-
ences (user profile). In this way, knowledge about the user
and the service is embedded in the MDP, and it speci-
fies a “recipe” for controlled degradation of the session to
be applied in the case of resource shortage. By controlled
degradation we refer to the act of switching to an alterna-
tive pre-specified session configuration in light of reduced
resource availability, rather than experiencing reduced ses-
sion quality due to uncontrolled degradation of all flows,
or relying only on adaptation mechanisms initiated by the
application itself. While controlled client-initiated appli-
cation adaptation has been previously proposed, such as
in the context of HTTP Adaptive Streaming (Oyman and
Singh, 2012), we focus on network-based mechanisms that
consider multiple sessions and domain-wide optimized re-
source allocation.

In this work we present the application of the MDP to
resource management mechanisms, namely (1) admission
control, and (2) resource reallocation in case of reduced
resource availability, such as that caused by congestion in
the network. When a new multimedia session is starting,
alternative configurations from the MDP can be used if
currently available resources are not sufficient for the op-
timal configuration, thus increasing admission probability
while keeping user satisfaction at an acceptable level, since
the alternative configurations reflect user preferences and
acceptable quality levels. Additionally, alternative config-
urations degrade different flows in a different manner, de-
pending on the user preferences. We have introduced this
concept in our previous work (Ivesic et al., 2013), which
we now extend with more detailed simulation tests used
for evaluation of the approach. Additionally, we deal with
the problem of resource reallocation in case of resource
shortage. Since the multimedia sessions that we consider
can, in certain occasions, increase their resource consump-
tion considerably, in comparison to the resources assigned
at the admission time, we propose a resource reallocation
mechanism in case of reduced resource availability, which

conducts graceful degradation by switching active sessions
to less resource demanding, but agreed-on configurations.
We also build on earlier results (Ivesic et al., 2010, 2011)
with extensive validation in a simulated LTE access net-
work. For evaluation purposes, we utilise the simulator
tool called ADAPTISE (ADmission control and resource
Allocation for adaPtive mulTImedia SErvices) developed
by our group at the University of Zagreb (Ivesic et al.,
2010, 2011), and the LTE-Sim tool developed by Politec-
nico di Bari, Italy, for performance evaluation in an LTE
network (Piro et al., 2011).

Our tests show that by employing an approach consid-
ering MDP calculation, admission probability is increased
as compared to a baseline admission control algorithm
not considering an MDP. Additionally, we show how our
baseline algorithm compares with several works from the
literature, thus deriving the general conclusion that the
MDP-based algorithm outperforms algorithms that do not
consider different service configurations. Furthermore, re-
sults show that in cases of reduced resource availability,
selected sessions are adapted in a controlled manner while
maintaining acceptable quality levels and freeing resources
for new incoming sessions. To the best of our knowledge,
current literature lacks approaches that perform degrada-
tions to alternative configurations that reflect user- and
service-related knowledge.

In order to clarify the applicability of the work pro-
posed in this paper, we briefly discuss a possible map-
ping of our proposed resource management approaches to
the standardized LTE Evolved Packet Core (EPC) archi-
tecture. The paper is organized as follows. In section 2
we give a survey of related work regarding admission con-
trol and resource allocation, as well as a brief overview of
resource management mechanisms in LTE networks. Sec-
tion 3 presents our approaches for resource management
based on user- and service-related knowledge. The simula-
tions and analysis of results are given in sections 4 and 5.
Section 6 provides a discussion of the proposed approach in
the context of standardized LTE QoS management mech-
anisms, and provides concluding remarks and outlook for
future work. We end the paper with a summary of contri-
butions and outlook for ongoing and future work.

2. Related work

2.1. Admission control mechanisms

The basis of many modern admission control algorithms
in cellular mobile networks has been established by Hong
and Rappaport (1986), who introduced the notion of the
guard channel as a mechanism for ensuring capacity for
handoff calls by reserving a certain number of channels
exclusively for them. With the introduction of different
user and service categories, other schemes have been in-
troduced, often dividing the available capacity into several
zones. For example, in a scheme proposed by Nasser and
Guizani (2010) there are two call categories with differ-
ent priorities and the capacity is divided into four zones.
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The first zone is available to all calls, the second one to
lower category handoff calls and all higher category calls,
the third to all higher category calls, and the last one to
higher category handoff calls only. Another approach sug-
gested by Shu’aibu et al. (2011) separates the available
capacity based on the bit rate type: there are zones for
constant bit rate and zones for variable bit rate services.
Additionally, a portion of capacity reserved for handoff ses-
sions can be dynamically adjusted. In either of the cases
there is no consideration of multiple media flows nor al-
ternative session configurations. Additionally, there are
many admission control algorithms with specific purpose
in the literature, e.g., Wang and Qiu (2013) proposed an
algorithm specially designed for LTE femtocells.

An approach that enables admission of sessions with dif-
ferent assigned bandwidth values has been proposed by
Gudkova and Samouylov (2012). Two call types are as-
sumed, namely voice call and video call, and there are
two bit rate values for the video calls: guaranteed, and
maximum bit rate. In case of insufficient capacity for an
incoming voice call, video calls that have been assigned a
maximum bit rate can be degraded to their lower, guaran-
teed bit rate. Chowdhury et al. (2013) also propose degra-
dation in case of insufficient capacity: non real-time calls
can be degraded to admit more real-time ones with sepa-
rate degradation thresholds for new and real-time handoff
calls. The degradation, however, does not consider user
preferences in either of the cases. An approach suggested
by Posoldova and Oravec (2013) considers session require-
ments (protocol data unit dropping probability, through-
put and average delay) and the available capacity during
admission decision. If the requirements can not be fulfilled,
a session might still be accepted, but with lowered require-
ments. However, user preferences are not considered. In
recent work, Seppänen et al. (2013) have proposed an ad-
mission control and resource management system based
on the identification of streams via a two-phased traffic
classification algorithm, and taken into account the cur-
rent and expected state of the network to perform quality
estimates and make admission decisions. Their approach
relies purely on the network-layer, and does not further
consider relevant application-layer information necessary
for making quality estimates. Finally, as with other ap-
proaches, they do not consider sessions involving multiple
interrelated flows, nor the ability to admit one of multiple
feasible service configurations based on QoE and resource
availability.

Since our MDP-based admission control algorithm can-
not be directly compared to the algorithms found in
the literature, mainly because they do not consider
or include the concept of admitting alternative service
configurations according to a service/media adaptation
policy (in our case the MDP), we introduce a base-
line, non-MDP-based admission control algorithm, named
AC noMDP . AC noMDP , as a simple, more generic al-
gorithm, is comparable to approaches found in literature,
as summarized in Table 1. Relevant state-of-the-art algo-

rithms are first compared in terms of application, which is
general in most cases, but there are also specific purpose
algorithms, e.g., those intended for deployment in femto-
cells, as already mentioned. Further on, we examine the
number of considered admission zones in algorithms, since
our algorithm relies on a zone-based approach to admis-
sion control. Given that we deal with multimedia services,
possibly composed of several service media flows, we high-
light the number of media flows per session as considered
by the algorithms. Since our focus is on adaptive sessions
with potentially multiple quality levels, we have also con-
sidered the ability of addressed algorithms to adapt session
properties and the corresponding resource allocation after
a given session has been admitted, as well as whether or
not they consider the existence of multiple feasible session
configurations. Additionally, we considered several other
typical properties of admission control algorithms, namely,
network type, number of different service categories con-
sidered, session priority basis, handover handling, and ad-
mission decision basis. It can be noted that our baseline
algorithm AC noMDP is comparable with existing ap-
proaches when it comes to zones, service classes, priority
values, handover handling and admission decisions. Addi-
tionally, it supports sessions consisting of more than a sin-
gle media flow. Further on, if used in conjunction with our
resource management MDP-based algorithm presented in
this paper, it enables quality adaptation of active sessions.
The MDP-based algorithm is compared to AC noMDP
later on in the paper (Section 4), and simulation results
have shown that significant improvements (in terms of in-
creased session establishment success) can be achieved by
utilising the MDP.

2.2. Resource management

Going beyond admission control, extensive work has ad-
dressed resource management in case of network conges-
tion (Meddour et al., 2012). Sharafeddine (2011) focuses
on maintaining the quality of voice traffic by proposing
softened quality guarantees with controlled tolerance to
service degradation in order to substantially reduce re-
quired network capacity. A common approach for session
degradation in case of congestion is based on maximization
of utilities of all the flows. An example given by Shehada
et al. (2011) suggests maximization of the utility of video
flows and states that such an approach is better than max-
imization of total bit rate. Brajdic et al. (2011) examine
sessions with several media flows of different type and per-
form degradation by maximizing the sum of utilities of all
the flows, with utility functions defined per media flow. A
similar approach suggested by Grzech et al. (2010) utilizes
penalty functions instead of utility functions and performs
degradation by minimizing the total penalty.

A general approach to resource management for ses-
sions with several media flows and predefined configura-
tions has been defined by Lee et al. (1999). In our ear-
lier work (Ivesic et al., 2010, 2011) we already applied
such an approach by utilising different configurations from
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Table 1: Comparison of approaches from literature to a proposed baseline algorithm (AC noMDP)

Literature
Characteristic Nasser

and
Guizani
(2010)

Shu’aibu
et al.
(2011)

Gudkova
and
Samouylov
(2012)

Wang and
Qiu (2013)

Chowdhury
et al. (2013)

Posoldova
and Oravec
(2013)

Seppänen
et al. (2013)

Proposed
approach
baseline
(AC noMDP )

Application General General General Femtocells General General General General
Zones [#] 4 3 3 3 - - - 4
Flows per ses-
sion

1 1 1 1 1 1 1 1 or more

Network type Network
agnostic

WiMAX LTE LTE Network
agnostic

WiMAX Network
agnostic

LTE

Service
categories

K service
classes

Constant
and
variable
bit rate

Voice,
video

Streaming,
best effort,
conversational

M service
classes,
distinction
between real
and non-real
time services

Voice,
videophone,
data, video-
conference,
IPTV

Interactive,
streaming,
bulk traffic

5 service
classes (see
Table 3)

Session
priority basis

Service
category

Servic
category

Voice
prioritized

Service
category

Real time
prioritized

Not
specified

2 priority
values

3 priority
values,
defined
per session

Handover han-
dling

Prioritized Prioritized Not
specified

Prioritized
for
conversational

Prioritized Not
specified

Not
specified

Prioritized

Admission
decision

Capacity-
based

Capacity-
based

Capacity-
based

Capacity-
based

Capacity-
based

Capacity-
and
requirements-
based

QoE-based Capacity-
based

Ability to
adapt session
after having
been admitted

No No Degrading
video to
guaranteed
bit rate

No Degrading
non-real
time calls to
admit new
and handoff
calls

No QoE-based
modifications
of streaming
and
interactive
flows

Switching to
alternative
configura-
tions (if
used with
Algorithm 2,
Section 3.2)

Existence of
multiple
session
configurations

No No No No Bandwidth
degradation
thresholds
for non
real-time
calls

Sessions can
be admitted
with
reduced
transmission
requirements

No No

the MDP and modelling the resource reallocation prob-
lem as a multi-choice multidimensional knapsack problem
(MMKP). In this work we take this a step further to eval-
uate it with simulations and verification in an LTE ac-
cess network. A comprehensive overview and comparison
of user-centric vs. network-centric approaches to utility-
based QoE-driven optimization of network resource allo-
cation mechanisms is given in (Skorin-Kapov et al., 2013).

2.3. Resource management and QoS mechanisms in
LTE/EPC networks

The LTE network, which is considered as a testbed for
our algorithms, enables resource management on several
levels. In the following text, knowledge of the LTE archi-
tecture is assumed. For interested readers, a more detailed
description can be found in (Holma and Toskala, 2011).
In the access network, the eNodeB performs scheduling of
packets by distributing radio resource blocks to sessions
every millisecond, thus being able to prioritize certain ser-
vices. Scheduling algorithms typically operate in favour of

real time services, which are delay sensitive, e.g., the expo-
nential scheduling algorithm EXP (Basukala et al., 2009).
In the Evolved Packet Core EPC (LTE core network) the
key node responsible for QoS management and charging is
the Policy and Charging Rules Function (PCRF), which
controls setup and modification of radio bearers. The
bearer parameters are QoS Class Identifier (QCI), Alloca-
tion and Retention Priority (ARP), Guaranteed Bit Rate
(GBR) and Maximum Bit Rate (MBR) (3GPP TS 23.203,
2013). In our work we consider the parameters QCI and
ARP. QCIs identify nine different traffic classes, each of
them specifying different packet forwarding treatment, by
specifying resource type, priority, packet delay budget and
packet error loss rate, as listed in Table 2. ARP is used
for admission control, and also regulates pre-emption by
defining relative session priorities for resource reallocation.
It consists of the following values:

• priority: 1 to 15, lower value implies higher priority,

• pre-emption capability: possibility of acquiring re-
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sources from a lower priority session,

• pre-emption vulnerability: possibility of losing re-
sources in favour of a higher priority session.

At the application layer, QoS and resource management
mechanisms are influenced by the IP Multimedia Sys-
tem (IMS) entities, namely Call/Session Control Functions
(CSCFs) which are included along the Session Initiation
Protocol (SIP) signalling path used to negotiate session
parameters. The negotiated flow parameters are then fur-
ther mapped to their regarding bearers (Poikselkä et al.,
2006). In recent editions of LTE Advanced specifications
(Release 12), the need for improved QoS and congestion
management has been identified (Ali et al., 2013). How-
ever, effective congestion management procedures for ad-
vanced and dynamic services continue to pose an open
research issue.

3. Cross-layer QoE-driven resource management

Our initial approach to quality based optimization
was proposed in (Skorin-Kapov and Matijasevic, 2009)
whereby a Quality Matching and Optimization Function
Application Server (QMO AS) is present along the sig-
nalling path, and can participate in the negotiation pro-
cess at session initiation time. A service profile and user
profile are considered for the purpose of matching profile
parameters (e.g., screen resolution and supported network
access technologies from the user profile, media types and
their parameters from the service profile), resulting with
the optimal configuration. Several suboptimal configura-
tions are also calculated by degrading one or more media
flows, based on preferences from the user profile and adap-
tation possibilities from the service profile.

As previously explained, we assume the ordering of sub-
optimal configurations to be specified in a data structure
we refer to as the MDP. We note that the MDP considers
user preferences and utility functions for all flows com-
prising a session when forming a degradation path, rather
than calculating optimal adaptation only for a single flow
(e.g., as addressed previously in (Wang et al., 2007)). For
example, if the service consists of an audio and a video
flow, and the user prefers audio, the audio quality will be

Table 2: QoS Class Identifer (QCI) characteristics as standardized
according to 3GPP (3GPP TS 23.203, 2013)

QCI
Resource
Type

Priority
Packet
Delay

Budget

Packet
Error

Loss Rate
Example Service

1 2 100 ms 10−2 Voice Conversation

2 GBR 4 150 ms 10−3 Video Conversation

3 3 50 ms 10−3 Real Time Gaming

4 5 300 ms 10−6 Buffered Video

5 1 100 ms 10−6 IMS Signalling

6 Non- 6 300 ms 10−6 Video, TCP-based

7 GBR 7 100 ms 10−3 Voice, Video

8 8 300 ms 10−6 Video, TCP-based

9 9 300 ms 10−6 Video, TCP-based

kept high in alternative configurations and video quality
will be degraded. The degradation is conducted based on
video adaptation options in the service profile. Following
a successful application-level QoS negotiation, a session
MDP is signalled to network-level mechanisms responsible
for resource management.

Since multimedia services may consist of several media
flows, the number and properties of which can vary over
time, we introduce the notion of the service state as a set
of media flows that can be active simultaneously at any
given time. The service state change happens when a flow
is added to or removed from the session. For example,
for a complex service such as a collaborative virtual en-
vironment (CVE), where users can meet and interact in
a 3D virtual world, a video stream or an audio chat can
be added to the session consisting of data and 3D world
“CVE updates” stream, thus resulting in three different
states. These states are termed “state 1”, “state 2” and
“state 3” (the numbers do not indicate the order, they just
serve as labels for distinction). Fig. 1 displays a possible
running scenario for such a service: at the beginning of
the session, only the CVE is active (i.e., only one flow is
active and it corresponds to the exchange of virtual envi-
ronment and 3D objects related updates) and the session
is in state 1. At a certain moment, a video stream is added
and the session is in state 2 (i.e., in addition to CVE up-
dates, the session now includes also a video flow). When
the video is over, the session goes back to state 1. Af-
ter a while, an audio chat among multiple users is started
and the session moves to state 3 (i.e., environment updates
and audio chat traffic is being exchanged in the network),
etc. The corresponding MDP of the service is shown in
Fig. 2, where configurations are grouped according to the
service state they pertain to. If the session needs to be
degraded at any time, a less resource demanding config-
uration from the currently active state is chosen and the
session is switched to that configuration.

3.1. MDP-based admission control

The MDP concept is applied to the admission control
problem as follows. Similarly to already mentioned ap-
proaches in the literature, the available bandwidth is di-
vided into zones. Three different service categories are
identified, namely bronze, silver and gold, and the available
resources are divided into four different zones accordingly,
assuming that higher priority is given to handoff sessions.
The first zone is available to all the sessions, the second
to bronze handoff sessions and all silver and gold sessions,
the third to silver handoff and all gold sessions, and the
fourth is reserved for gold handoff sessions, as depicted by
Fig. 3a. As the resource consumption is depicted as to in-
crease from left to right, the upper “boundaries” of the four
zones are shown as the limit Tl, where l ranges from 0 to
4. Additionally, a limit called zone critical border is intro-
duced as a zone-dependent limit for admission of sessions
with optimal configurations. The limit is shown in Fig. 3b
and denoted B0. Also in Fig. 3b, for a given amount of
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Figure 1: An example session scenario of a service with three states

Media Degradation Path

Service state 1: Collaborative 
virtual environment (CVE)

Service state 2: CVE
+ video stream

Service state 3: CVE
+ audio chat

Configuration 2.1

Bearer 1:
Type = Data (high q.)
Bit rate = 512 kbps

Bearer 2:
Type = 480p
Bit rate = 2.5 Mbps

Configuration 2.2

Bearer 1:
Type = Data (high q.)
Bit rate = 512 kbps

Bearer 2:
Type = 360p
Bit rate = 1 Mbps

Bearer 1:
Type = Data (high q.)
Bit rate = 512 kbps

Configuration 1.1

Configuration 1.2

Bearer 1:
Type = Data (low q.)
Bit rate = 256 kbps

Utility value U1.2 = 3.2

Configuration 2.3

Bearer 1:
Type = Data (low q.)
Bit rate = 256 kbps

Bearer 2:
Type = 360p
Bit rate = 1 Mbps

Configuration 3.2

Bearer 1:
Type = Data (low q.)
Bit rate = 256 kbps

Bearer 2:
Type = Stereo audio
Bit rate = 64 kbps

Configuration 3.1

Bearer 1:
Type = Data (high q.)
Bit rate = 512 kbps

Bearer 2:
Type = Stereo audio
Bit rate = 64 kbps

Configuration 3.3

Bearer 1:
Type = Data (low q.)
Bit rate = 256 kbps

Bearer 2:
Type = Mono audio
Bit rate = 32 kbps

D
ec

re
as

in
g 

ov
er

a
ll 

se
rv

ic
e 

ut
ili

ty

Utility value U1.1 = 4.8 

Utility value U2.1 = 4.5 

Utility value U2.2 = 3.5 

Utility value U2.3 = 3.0 

Utility value U3.1 = 4.7

Utility value U3.2 = 3.2

Utility value U3.3 = 3.3 

Figure 2: Example of a Media Degradation Path for a collaborative virtual environment service

“actual” resource allocation (consumption) in any given
moment, the amount of remaining available (“free”) re-
sources may be seen as spanning from the direction op-
posite to resource increase. It is represented by the area
between F and T4.

For the purposes of admission control, the following
principle is introduced: if the available resources span
across the limit B0, i.e., if the limit F is to the left of
the limit B0, the session is admitted with the optimal,
best QoE configuration. Otherwise, the session can be ad-
mitted with an alternative, lower QoE configuration.

Suppose that the session u pertains to a zone delimited
by Tl. Then, the area bounded by the limits B0 and Tl is
called the critical area. If the limit F is inside the critical
area, the session is admitted with an alternative configu-
ration. For session u with pu configurations, the critical
area is divided into pu − 1 equal intervals, and the choice

of the alternative configuration is determined by the rela-
tive position of the limit F , i.e., position of F between the
limits Bi and Bi+1 yields the selection of the configuration
i+ 2. For example, suppose that the Fig. 3b pertains to a
session with 4 different configuration (an optimal one, and
3 alternative ones). Then, the limits Bpu−2 and Bpu−1

become B2 and B3, respectively, and F is between B1 and
B2, thus denoting the selection of the 3rd configuration. If
the free resources do not reach the critical area, i.e., if the
limit F is to the right of Tl, there is no space for either of
the alternative configurations and the session is blocked.

We consider our approach in the scope of 3GPP Evolved
Packet System (EPS). The EPS introduces class based
traffic management with specification of different QCIs, as
described in section 2 and listed in Table 2. It is assumed
that the available bandwidth is divided equally into nine
QCIs and the proposed division into zones is conducted
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within each QCI. As different flows of the same session
may be assigned different QCIs, when a new session is
about to start, the resource consumption among QCIs is
examined (for QCIs required by the flows of the sessions),
the QCI with the least amount of available bandwidth is
identified and is called the critical QCI. Then, the exami-
nation of zones and configurations (as explained in the pre-
vious paragraph) is conducted for the flow pertaining to
the critical QCI. If the appropriate configuration is found,
the parameters of the other flows from that configuration
are also enforced. As an example, consider a session in,
say, state 1, with three flows, namely f1, f2 and f3, that
will be assigned QCIs 2, 4 and 9, respectively. Suppose
that QCI 4 is critical. In that case, the parameters of the
flow f2 from the MDP will be considered and if, e.g., the
parameters of f2 from the configuration 1.3 are found to
be appropriate, the parameters of the flows f1 and f3 from
the configuration 1.3 will be enforced as well.

After selecting a configuration, an additional check is
conducted by considering the value of the ARP parame-
ter. The limit A is defined as the beginning of the area
used for checking the ARP priority value, as shown by
Fig. 3c (showing the critical area, enlarged). For the flow
f pertaining to the critical QCI, with bandwidth from the
selected configuration being equal to r and assigned a zone
bounded by Tl, the interval from A to Tl is divided into 15
subintervals (pertaining to 15 ARP priority levels). The
session is admitted if its ARP priority is less than or equal
to the subinterval indicated by the limit F − r, obtained
by subtracting the value r from the current value of F .
Otherwise, the session is blocked. For example, in Fig. 3c,
the limit F − r points to a subinterval with priority equal
to 7 and only sessions with this or a higher ARP priority
will be admitted (note: lower number means greater pri-
ority). The pseudocode is presented in Algorithm 1. Since
Algorihtm 1 is invoked each time a new session starts, its
execution time depends on the particular sessions proper-
ties. Its complexity is O(n) where n stands for the sum of
the number of flows and the number of configurations.

Our approach provides an enhanced admission control
procedure that considers both the knowledge about the
user and the service. The admission probability is in-
creased in comparison to solutions that do not consider
alternative service configurations. This is due to the fact
that in the case of resource shortage, sessions can still be
admitted given they are adapted to an alternative config-
uration from their MDP that has lower resource require-
ments. End user QoE corresponding to the delivery of
these configurations, expressed in the form of utility func-
tions, is lower than the QoE that would be obtained with
the optimal configuration. However, admission of an al-
ternative and agreed on configuration provides a prefer-
able solution as compared to session blocking, both from
the perspective of the end user and the service/network
provider.

Continuing with the previous example, suppose that the
new session, the MDP of which is displayed in Fig. 2, is
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Figure 3: Bandwidth zones and borders (not drawn to scale)

incoming and that the state 2 is the first state to be active.
If the combination of current resource availability and the
session priority does not allow the session to be admitted
with the optimal configuration (configuration 2.1), that
has the highest utility value and the highest resource de-
mands for the CVE and the video stream flows, the session
can still be admitted with either of the configurations 2.2
or 2.3. The quality and the resource demands in these
alternative configurations are decreased in comparison to
configuration 2.1, according to user’s preferences. The
actual effect on the multimedia service experience varies,
based on how the user preferences are set. E.g., in a CVE,
the timeliness of virtual world updates is set as a top pri-
ority for the user experience, hence in the case of resource
shortage, the video flow quality and resource requirements
may be decreased (e.g., switch to a lower bitrate codec),
while the CVE quality is kept high (e.g., the flow cor-
responding to CVE updates is kept at a constant rate),
which corresponds to the configuration 2.2.

3.2. MDP-based resource reallocation

After a session has been admitted (with all its con-
stituent media flows), resource consumption can be moni-
tored for triggers on reallocation decisions. While different
techniques have been proposed at the traffic management
level, such as reassigning flows to different priority queues
(Seppänen et al., 2013), we further focus on utilizing avail-
able application-level knowledge (i.e., the MDP) in order
to provide an efficient and QoE-driven resource manage-
ment scheme. In case of resource shortage, some sessions
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Algorithm 1: MDP-based admission control
(AC MDP )

forall the flows do
determine the zone
determine the resource consumption of the
regarding QCI

cQCI ← critical QCI; f ← flow assigned cQCI
if occupied resources of cQCI < B0 then

select optimal configuration
else if occupied resources of cQCI < Tl then

//select best feasible subopt. conf.

i← 0
while Bi < F do

i← i+ 1
select configuration i+ 1

else
reject session
return;

r ← bandwidth of f in selected configuration
if ARP priority ≤ interval pointed by (F − r) then

admit session
return;

else
reject session

can be switched to less resource demanding configurations
than the currently active ones. Although some studies
have shown that quality fluctuations may be perceived
negatively by end users, with lower average quality be-
ing perceived better than frequent fluctuations (Thakolsri
et al., 2011), we argue that controlled quality modifications
are justified when the service state changes. Since we in-
troduce service states and assume that state changes occur
in an unpredictable manner (typically, due to user input
during the session), we are aware that resource consump-
tion of sessions can increase significantly in case of certain
state changes, e.g., adding a video flow to the session. If
this causes a significant increase in resource consumption,
the QoE of existing sessions might be violated and the
remaining free resources for the new session might be de-
creased. For this reason, we propose an approach whereby
the existing sessions are degraded if their resource con-
sumption has increased over a certain threshold, due to
state changes.

When the resource consumption surpasses a predefined
value, the following degradation procedure is performed:
the resource consumption of all currently active sessions is
inspected and those sessions that increased their resource
consumption since admission time due to state changes
are extracted. Among these sessions, further selection is
made to determine which sessions to degrade to less de-
manding resource configurations, in a way that maximizes
the total utility value of the extracted sessions, subject to
resource constraints. The selection of sessions that will be
degraded is an optimization problem, addressed initially in

our earlier work (Ivesic et al., 2010, 2011). In this work, we
provide an evaluation of the proposed approach based on
simulation results and with focus on LTE. We investigate
the effects of the proposed solution on resource consump-
tion and we inspect the effects of the proposed solution
on QoE. The problem class is MMKP. For completeness,
we briefly summarize the mathematical formulation of the
problem.

Let n be the number of sessions. For each session,
let pu be the number of configurations in the currently
active session u. For each configuration i of the ses-
sion u, let zui be the number of media flows, such that
the flows 1, ..., hui pertain to the downlink direction and
the flows hui + 1, ..., zui pertain to the uplink direction.
Let the vector bui = (bui1, ...,buizui

) contain the band-
width requirements of configuration i, where the vectors
buij = (buij1, ..., buij9) contain bandwidth requirements of
the flow j in each QCI. Since each flow is assigned ex-
actly one QCI, the value in the vector buij pertaining to
the QCI assigned to the flow j contains its bandwidth re-
quirements, while the other values of the vector are equal
to zero. It is assumed that the utility value of each con-
figuration is known and denoted by U(bui). In order to
enable fair comparison of utility values of all the sessions,
it is required to normalize their values, which is performed
by dividing all utility values of the session’s current state
by the highest value, which pertains to the first (optimal)
configuration:

Un(bui) =
U(bui)

U(bu1)
, i = 1, ..., pu (1)

Besides the utility value (focusing on the user perspective),
we also consider the operator perspective. Operator profit
in delivering a given session is denoted by P (bui) and cal-
culated as the difference between the revenue R(bui) and
the cost C(bui). The profit value is also normalized, by
dividing all profit values of the session’s current state by
the highest value (in case of profit this does not have to
be the profit of the optimal configuration):

Pn(bui) =
R(bui)− C(bui)

max
i

[R(bui)− C(bui)]
, i = 1, ..., pu (2)

Each session has its own weight factors that define the
priority of the regarding user and the service, namely
wcategory

u and wservice
u , respectively. For example, users

may be assigned to different subscription categories, while
services on the other hand may also have different priori-
ties (e.g., VoIP services in general may be given a higher
priority than streaming services). The session’s priority it
then determined as a multiplication of these two factors:
wu = wcategory

u ·wservice
u . The components of the objective

function that summarize the utility values and the profit
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can now be defined as follows:

Fut =

n∑
u=1

pu∑
i=1

wuxuiUn(bui) (3)

Fop =

n∑
u=1

pu∑
i=1

wuxuiPn(bui) (4)

where xui are binary variables that indicate the selected
configurations. The objective function that is maximized
is the weighted sum of the total users’ utility and the total
profit defined by equations 3 and 4. For that purpose we
define the weight factors wut and wpr. Hence, the problem
is formulated so as to maximize both the operator profit
and overall user utility, using weight factors to assign dif-
ferent weights to these multiple objectives. The resource
constraints are defined per QCI as maximum total band-
width for downlink and uplink, represented by BkDL

and
BkUL

, respectively, for the QCI k. Than, the optimization
problem can be formulated as follows:

max(wutFut + wprFop) (5)

such that:

n∑
u=1

pu∑
i=1

hui∑
j=1

xuibuijk ≤ BkDL
, k = 1, ..., 9 (6)

n∑
u=1

pu∑
i=1

zui∑
j=hui+1

xuibuijk ≤ BkUL
, k = 1, ..., 9 (7)

pu∑
i=1

xui = 1, xui ∈ {0, 1} , u = 1, ..., n (8)

The solution to the optimization problem is the vector
x = (x1, ...,xn), where xu = (xu1, ..., xupu

), and the value
xui is equal to 1 if the configuration i of the session u has
been selected, otherwise it is equal to 0. Having solved the
problem, the affected sessions are switched to new config-
urations if the value determined by the vector xu does not
match the currently active configuration of the session u.
The algorithm is presented in pseudocode in Algorithm 2.

As for the computation complexity, the complexity of
the heuristic used to used to solve the optimization prob-
lem in the Algorithm 2 isO(9npn+npnlog(pn)+npnlog(n))
(Akbar et al., 2006), where n stands for number of sessions,
pn for maximum number of configurations per session and
number 9 pertains to 9 different QCIs. Two for loops be-
fore heuristic have complexity O(n) and O(npu), respec-
tively. Another for loop executed after the heuristic has
complexity O(npn). Thus, the whole algorithm has com-
plexity O(n+ 11npn + npnlog(pn) + npnlog(n) which can
be simplified to O(npnlog(pn) + npnlog(n)). One should
note that this represents the worst case scenario, i.e., the
one where all sessions have to be optimized. In practise,
however, only sessions that have increased their resource
consumption since admission will be considered by the op-
timization problem. Since the utility and profit values, and

thus the objective function, are calculated based on the
configurations’ bandwidth requirements, a correlation in
the data set is present, thus making the resulting MMKP
problem more difficult (Han et al., 2010). However, this is
also expected to be the case in the real network.

Algorithm 2: MDP-based Resource reallocation

S ← ∅
for each session u do

if u increased its resource requirements then
S ← S ∪ u

for each u in S do
calculate weight factor wu

for each configuration i in u do
calculate Un(bui)
calculate Pn(bui)

//solve the optimization problem in S
determine the vectors xu that maximize the obj.
function
for each u in S do

/* enforce the new configs. for the

degraded sessions */

for i← 1 to pu do
if xui = 1 and config. i in session u inactive
then

enforce config. i in session u

4. Simulations

The simulator tool ADAPTISE (ADmission control and
resource Allocation for adaPtive mulTImedia SErvices),
demonstrates the complexity of provisioning of adaptive
multimedia services. The tool simulates the behaviour of
sessions, including arrival, duration, resource allocation,
and state changes. The aforementioned algorithms for ad-
mission control and resource allocation have also been im-
plemented. Five types of multimedia services have been
implemented:

• 3D virtual environment (VE),

• massive multiplayer online role playing game
(MMORPG),

• video call,

• voice call,

• streaming video.

For each of these services, up to four different service states
(in the context of MDP) have been identified. The number
of media flows per state ranges from one to three (depend-
ing on the service). ADAPTISE has an abstract view on
resource consumption: the resource allocation has been
implemented as the assignment of a portion of predefined
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available bandwidth. For that reason, the simulations con-
ducted using ADAPTISE are further verified in an LTE
network simulator, namely LTE-Sim, developed by the Po-
litecnico di Bari in Italy (Piro et al., 2011). LTE-Sim sup-
ports four types of flows: constant bit rate, video, VoIP,
and infinite buffer. The mapping between ADAPTISE
services and flows in LTE-Sim is shown in Table 4. The
high level view on the verification methodology is shown
in Fig. 4: the simulation is run in ADAPTISE, according
to the provided simulation parameters, and it is focused
on application layer aspects. In case of the admission con-
trol algorithm, the simulation is first run with the pro-
posed AC MDP algorithm and then repeated with algo-
rithm that does not consider MDP, thus making one pair
of simulation traces. In case of the resource reallocation
algorithm, the traces are captured before and after the op-
timization process. Simulation traces are used as input to
the LTE-Sim simulator, which focuses on the radio link
effects. The simulations are rerun in LTE-Sim, another
set of traces is captured from the LTE-Sim and is used for
the analysis. The remainder of the section provides the
detailed explanation of the whole process.

Fig. 5 depicts the ADAPTISE block diagram (a) and
GUI (b). The tool has been written in the Java program-
ming language and implements an event-based simulation.
When a new simulation is initialized, a dialog box appears,
enabling selection of services to be simulated, along with
the parameters of their interarrival and duration times dis-
tributions. The following distributions are supported: ex-
ponential, normal, lognormal, and Erlang. Having selected
services and their parameters, the events of the whole sim-
ulation (arrivals, state changes and terminations) are gen-
erated and sorted in the queue (Fig. 5a). Then, the events
are processed one by one. In the case of a session arrival
event, the admission control module is invoked and ini-
tial resources are allocated if the session is admitted. The
resource consumption is monitored constantly and the op-
timization process is invoked when necessary. We imple-
mented the heuristic algorithm developed by Akbar et al.
(2006) for solving the MMKP problem in terms of millisec-
onds, as the search for the optimal solution would be too
time consuming (Ivesic et al., 2010), given the time crit-
ical nature of modifying ongoing sessions, e.g., handover
induced service latency is around 1 s (Wu and Tu, 2013).
During simulations, the messages are written to the stan-
dard output and the most important ones are written in
the textbox at the bottom of the simulator window.

The simulator Graphic User Interface (GUI) is shown
in Fig. 5b. The menu bar on the top contains simula-
tion control commands (start, stop, pause). When a new
session starts, it is added to the bottom of the table la-
belled “Active sessions”, which contains the list of all ses-
sions with their numbers, starting times and unique names.
The matrix in the middle of the window, labelled “Active
configurations”, visualizes the sessions as columns. Each
column pertains to a single session and consists of several
squares. A square indicates the active configuration, while

the white ones indicate the remaining configurations from
the currently active state. Grey (shaded) columns indi-
cate terminated sessions. If the session is blocked by the
admission control, the corresponding row and column are
coloured red. Upon selection of the session, its descrip-
tion is displayed in the panel labelled “Selected session”,
showing all the states, their configurations and bandwidth
requirements of flows along the QCIs. Additionally, the
panel displays the values of the ARP parameter and the
handoff indication. The panel in the middle labelled “Op-
timization parameters” contains sliders for adjusting the
wut and wpr weight factors and gauges that indicate band-
width usage in QCIs. The console at the bottom displays
the important messages regarding the simulation.

The evaluation methodology was as follows. First,
we ran independent simulation instances in ADAPTISE,
with parameters shown in Table 3. Our intention was to
demonstrate the behaviour of the proposed algorithms in a
“generic” multi service environment, with particular inter-
est in complex multimedia services such as a 3D VE (allow-
ing user interactions and integrated media components in
a 3D virtual environment) and MMORPG. We are aware
of the existence of session duration models for MMORPGs
(Suznjevic et al., 2013; Svoboda et al., 2007) and virtual
worlds (Ferreira and Morla, 2010), however, their ratio in
current traffic mixes is very low, i.e., according to Cisco Vi-
sual Network Index (Cisco, 2014), in 2014 approximately
0.05% of Internet traffic will pertain to online gaming.
Thus, we did not intend to generate a traffic mix reflect-
ing the current traffic; instead, we aimed to create a mix
(potentially envisioned in the future with advanced and
demanding service scenarios) equally representing differ-
ent traffic categories and with varying behaviour among
different categories, i.e., different states and state changes.
(In future work we plan to modify this “generic” mix to a
more realistic “flavour”). Additionally, we set the weight
factors wut and wpr to 1 and 0.5, respectively, in order
to assign higher importance to the objective of maximiz-
ing overall utility, as opposed to maximizing profit. The
zone limits T1, T2 and T3 have been set to 85%, 90% and
95% of the available resources, respectively. The limit B0

has been set to 65% of the available resources within the
given zone, and the limit A has been set in the middle be-
tween the limits B0 and Tl for session u. These limits have
been chosen based on extensive tests that we conducted,
which showed these limits to result in the highest number
of admitted sessions.

Given the interarrival and duration distribution param-
eters portrayed in Table 3, it is possible to predict the
expected number of sessions, if the interarrival time distri-
bution is exponential with mean λ and the duration distri-
bution’s mean µ is known (Adan and Resing, 2002). The
system can be modelled as M/G/∞ queue and the ex-
pected number of sessions is Poisson distributed with the
mean λµ, assuming every session is admitted.

For both algorithms, we ran 10 instances in ADAPTISE
with these parameters, and for each instance, we ran 15
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Table 3: ADAPTISE Session Interarrival Time and Duration Parameters

Service
Interarrival time Duration Expected

Distribution Parameters Mean [s] Distribution Parameters Mean [s] sessions [#]
VE Exponential λ = 0.0001 10 Exponential λ = 0.00001 100 10
MMO Exponential λ = 0.0001 10 Normal µ = 100000, σ = 30000 100 10
Video call Exponential λ = 0.0001 10 Lognormal µL = 9.5, σL = 2 99 10
Voice call Exponential λ = 0.0001 10 Erlang r = 30, µ = 0.00001 100 10
Video streaming Exponential λ = 0.0001 10 Exponential λ = 0.00001 100 10
Total: 50

instances in LTE-Sim, in order to validate the algorithms
in the LTE network. All simulation instances were 10 sec-
onds long and all session activity was logged, including
starting times, durations, types, and assigned bit rates of
currently active flows. Additionally, any state changes oc-
curring in the observed interval were logged as well. Thus,
the whole state of the system in a particular interval was
saved. The re-runs in LTE-Sim have been extended by
200 ms, to allow the simulation to complete. Otherwise,
since LTE-Sim simulates concrete IP packets, without this
time extension, the packets sent at the end of the simula-
tion would be considered lost.

Since LTE-Sim supports only one traffic class at the
time of this writing, we set all the flows to use the same
QCI in ADAPTISE. The simulation parameters specific
to LTE-Sim are listed in Table 5. Among the supported
scheduling algorithms in LTE-Sim, we chose the EXP
rule algorithm, since our tests showed that it ensures
the best treatment of real-time media flows, as they are
delay-sensitive. The number of cells has been set to 1 for
simplicity. Other parameters have been set as in (Piro
et al., 2011). The details of each algorithm are explained

Table 4: Mapping of ADAPTISE Sessions to LTE-Sim Flows

Service States LTE-Sim flows

3D VE
Virtual world CBR
Virtual world + voice chat CBR, VoIP
Virtual world + video stream CBR, Video, CBR

MMORPG

Gaming CBR
Gaming + audio chat CBR, VoIP
Gaming + download CBR, CBR
Gaming + video stream CBR, Video, CBR

Video call
Video and audio Video, CBR
Audio only CBR

Voice call Voice VoIP
Streaming Video stream Video, CBR

in the following paragraphs. Each of the proposed algo-
rithms has been tested independently, as follows.

4.1. Simulations for MDP-based AC algorithm

We ran 10 independent ADAPTISE simulation in-
stances with the MDP-based admission control algorithm
(AC MDP ) and the total available bandwidth set to
8000 kbit/s (the value has been chosen to achieve testing
conditions, i.e., a certain number of sessions has been re-
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(a) Block diagram (b) Graphical user interface

Figure 5: ADAPTISE simulator

Table 5: LTE-Sim Simulation Parameters

Parameter Value

Simulation duration 10.2 s
Number of cells 1
Cell radius 1 km
Bandwidth 10 MHz
Scheduler EXP rule
Frame structure Frequency-division duplex
User speed 3 km/h

jected). Due to previously mentioned limitations of LTE-
SIM, we consider all traffic as belonging to one QCI class.
Each of these instances was run from the beginning to the
moment when the total number of sessions that arrived
into the system (regardless of whether they were admitted
or not) reached 150, i.e., three times the expected num-
ber of sessions. The goal was to skip the beginning of the
simulation, since the starting number of sessions is zero,
and the admission control algorithm is not relevant at that
point. At the moment when the 150th session arrives, the
state of the simulation is saved in a log file (a 10 second
time interval, with the middle in the moment of the arrival
of the 150th session). The simulation is then repeated from
the start, but this time without MDP, i.e., after the session
arrives, the admission decision is performed by considering
the first configuration only: if there is not enough space for
the optimal configuration, the session is dropped, as listed
in Algorithm 3 (AC noMDP ). Again, after the arrival of
the 150th session, the state is logged. This makes one pair
of simulation instances (admission control with and with-
out MDP). Ten such pairs have been created. For each
pair, 30 instances in LTE-Sim have been run (15 for each
trace), thus making a total of 300 LTE-Sim traces (10 x 2
ADAPTISE traces, each re-run 15 times in LTE-Sim).

The analysis of the impact of the admission control
algorithm (AC MDP ) has then been conducted based
on the LTE-Sim traces, and it is presented in sec-
tion 5. A comparison is made with the baseline algorithm
(AC noMDP ) in terms of number of admitted sessions
and resulting QoS threshold violations, indicating achieved
session quality. To the best of our knowledge, there are no
previous approaches in the literature that deal with ad-
mission control for sessions composed of multiple media
flows with different quality configurations. The idea was
to show that the number of admitted sessions increases
when the proposed MDP-based algorithm is applied, but
with little or no negative influence on the overall QoE.

Algorithm 3: Admission control without MDP
(AC noMDP )

forall the flows do
determine the zone
determine occupied resources in the regarding QCI
if occupied resources of QCI >= B0 then

reject session
return;

select optimal configuration
admit session

4.2. Simulations for MDP-based resource reallocation al-
gorithm

In a separate set of traces, we evaluate the performance
of our MDP-based resource reallocation algorithm, tar-
geted towards optimally reallocating resources for previ-
ously admitted sessions in light of resource shortage. The
threshold for invocation of the resource reallocation algo-
rithm has been set to 85% of the available resources, and
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the total available bandwidth has been set to 10000 kbit/s
(a larger value was required, in comparison to admission
control simulations, since the number of session has been
increased because every session has been admitted). For
the affected sessions (i.e., those sessions subject to modi-
fication and reallocation of resources), the new maximum
resource consumption constraint is set to 75% of the re-
sources previously occupied by these sessions. This value
is used as input to the optimization algorithm. Thus, the
total bandwidth consumption of the affected sessions will
be decreased by at least 25% after the optimization (not
all sessions have to be degraded, but their total bandwidth
consumption will be at least 25% lower).

We logged 10 different instances of the optimization
process in ADAPTISE. For each of them, we saved two
10 seconds long traces from ADAPTISE, one before the
optimization process was about to run, and the other one
upon running it, which makes ten pairs of traces, as it
was the case with the tests of the admission control algo-
rithm. Again, after 15 re-runs of each trace in LTE-Sim,
we obtained another 300 LTE-Sim traces. We aimed to
show that the sessions will benefit from the resource re-
allocation algorithm, by comparing the resulting network
conditions. The analysis of the traces is presented next.

5. Results analysis

The resulting LTE-Sim traces have been processed and
the following results have been obtained: for each algo-
rithm, the plots display the number of active sessions,
number of active bearers, total cell throughput, and the
ratio of violated real-time flows regarding loss. We con-
sider violation to refer to the situation in which a given
QoS parameter (in our case, loss) was found to be above
a specified threshold used to indicate acceptable user per-
ceived quality. Consequently, we consider these violations
as proxy measures for QoE. We analysed violations of
real-time flows, as specified by ITU-T G.1010 (2001): a
VoIP flow was considered violated if its average packet
loss had been ≥ 4%, or, if its average delay had been
≥ 150 ms, while a video flow was considered violated if
its average packet loss had been ≥ 1%, or, if its average
delay had been ≥ 150 ms. Additionally, the packets per-
taining to real-time flows were dropped from the queue
if they had waited longer than the preconfigured delay,
which was set to 200 ms in our simulations. Thus, a por-
tion of all lost packets originates from the scheduler, as
this behaviour is specific to the schedulers in LTE-Sim
that prioritize the real-time traffic and the EXP rule that
we used is among them. The results are shown in two
sets of plots: Figures 6-9 show the results of verification
of the admission control algorithm, and the Figures 10-13
show the results of verification of the resource reallocation
algorithm.

5.1. Evaluation of MDP-based AC algorithm
The plots pertaining to the admission control algorithm

are shown in Figures 6-9. The number of admitted ses-
sions is depicted in Fig. 6. In each of the ten instances,
the number of admitted sessions increased and the increase
ranges from 12% (instance 7) to 74% (instance 9), with an
average of 32%. Without MDP, the average number of
active sessions in the traces was 38.9 and with MDP, it
increased to 51.2, which is close to the expected number
of sessions from Table 3, meaning that almost all sessions
were admitted in case of AC MDP algorithm. The num-
ber of bearers also increased in all instances, ranging from
7% to 80% increase (instances 7 and 9, respectively), with
an average increase of 29%. The high variability in the
increase in the number of sessions and bearers is caused
by differences in alternative configurations regarding the
number and type of flows: our analysis shows that the in-
crease in number of flows is not uniform among different
flow types and the increased number of admitted sessions
usually yields a higher percentage of non real-time flows.
In other words, for the services containing video flows, the
number of admitted sessions pertaining to these services
can be increased at the expense of enforcing configurations
containing lower quality video flows or no video flows at
all.

The throughput increased in all instances in case of the
AC MDP algorithm as compared to the AC noMDP al-
gorithm (except for instance 7 where it decreased slightly,
less than 1%). Real-time bearers have not been violated re-
garding delay in either instance, both in case of AC MDP
and AC noMDP algorithm. Considering packet loss, a
minor portion of real-time bearers has been violated, as
depicted by Fig. 9. It can be noted that the ratio of vi-
olated bearers is around 5% in most instances and that
the increase in the case of the AC MDP algorithm is mi-
nor. The highest individual increase occurred in instance
8: from 9% to 12%. However, the number of real-time
bearers in AC noMDP and AC MDP instances was 59
and 65, respectively, meaning that the number of violated
bearers increased from 5.33 to 8, in average. Thus, we
can note that the number of sessions has increased con-
siderably with the AC MDP algorithm, at very little or
no “expense” regarding real-time service violations. The
size of the confidence intervals can be explained by vary-
ing conditions across the 15 re-runs of each iteration in
LTE-Sim. Namely, while the number of users is constant
in each of the 15 reruns in LTE-Sim, as is their speed (3
km/h, according to Table 5), their starting locations and
motion patters are random and differ in each re-run. This
affects the results because the distance from the cell cen-
ter has a great impact on signal strength and transmission
properties and hence the user mobility leads to variable
packet loss patterns.

In addition to our previous work (Ivesic et al., 2013),
where we evaluated the AC MDP algorithm in LTE net-
work simulator, in this paper we verified the previous
results with more comprehensive simulations (number of
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traces and simulation duration have been doubled). In
Section 2 we showed that our AC MDP algorithm cannot
be directly compared to the literature so we compared the
literature to the baseline algorithm AC noMDP (listed in
Table 1). We assumed that introducing MDP to the pro-
cess of admission control will increase session admission
rate and therefore users’ satisfaction. Having implemented
MDP-based admission control algorithm in ADAPTISE,
we showed that admission probability increased. By re-
running the simulations in LTE-Sim the approach has been
verified: increase of admission probability has no negative
effect on users’ perceived quality. We can therefore as-
sume that other algorithms from literature would benefit
by applying the concept of different session configurations.

5.2. Evaluation of MDP-based resource reallocation algo-
rithm

Figures 10-13 depict results of the optimization algo-
rithm tests. Each run represents the state of the network
before and after invocation of the optimization algorithm.
The number of active sessions across different simulation
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Figure 9: Real-time flows with violated loss threshold, 95% confi-
dence intervals shown

instances is shown in Fig. 10 and, since the algorithm only
switches some sessions to lower quality configurations, the
overall number of sessions is not affected by it. The num-
ber of sessions in individual instances ranges from 48 to 59,
and averages at 54.8. Most of these values are greater than
the expected number of sessions from Table 3, which can
be explained by the fact that the optimization algorithm
is invoked when the network is running out of resources
due to increased traffic load. It should also be noted that
the resource consumption depends not only on the number
of sessions, but also on the traffic mix. This is taken into
account through the selection of the service type.

The number of bearers is shown in Fig. 11. A slight de-
crease in the number of bearers is noticeable, 3.3 bearers in
average, representing 3.4% of active bearers, which means
that very few sessions have been degraded to configura-
tions that discard some bearers. Throughput across the
simulation instances is depicted by Fig. 12 and decrease
after the optimization ranges from 3.2% to 11.6% with the
average of 6.4%. The throughput in the instances is no-
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ticeably smaller than the total available throughput (set
to 10000 kbit/s) because the optimization threshold was
set to 85% of available resources, which was required since
the admission control was not used while testing the opti-
mization algorithm. However, with the admission control
coupled with the optimization algorithm, this threshold
could be increased.

The violation of loss threshold for real-time bearers is
shown in Fig. 13. It is evident that the loss decreased after
the optimization in most cases. The improvement ranges
from 1.1% (instance 2) to 10.9% (instance 4). There are,
however, two exceptions: in instance 3 the loss rate re-
mained unchanged, and in instance 7 it increased, but the
increase in average value after optimization is inside the
confidence interval that describes the state before the op-
timization. We can thus conclude that the algorithm en-
hances the network conditions in most cases, and otherwise
if it does not contribute to better QoE, it does not degrade
the current QoE level. Additionally, by penalizing the
“greedy” sessions that increased their resource demands
since admission, a portion of resources is freed for the new
incoming sessions. The examination of the proposed al-
gorithm in our previous work (Ivesic et al., 2010, 2011)
has now been verified by simulations in LTE network. In
comparison to congestion handling approaches from liter-
ature, where degradation is performed on a per-flow basis
(Gudkova and Samouylov, 2012; Chowdhury et al., 2013;
Seppänen et al., 2013), we showed that session composed
of several flows can be considered as a whole and degraded
according to user preferences and predefined quality levels.
According to 3GPP (2012), congestion handling can be
performed in either a preventive or a reactive way. While
preventive way means that actions are taken before conges-
tion occurs, reactive way pertains to action taken after the
congestion occurrence, either by the entity experiencing
the congestion, or by an external entity. In the latter case
congestion information is signalled to the external entity
where it needs to be processed rather quickly. Hence, our
proposed algorithm is a good candidate since it performs
optimal resource reallocation in terms of milliseconds.

The benefits of a cross layer approach stem from tak-
ing into account application level knowledge to make in-
telligent resource allocation decisions that will provide an
end user with optimal service quality under given network
conditions. Both proposed algorithms build on user- and
service-related knowledge and utilise it to offer improved
resource management.

6. Applicability of the proposed approach in the
context of the LTE/EPC

The relevance of the proposed approach is related to the
QoS management mechanisms in the LTE/EPC architec-
ture. While further details are out of scope for this paper,
the overall framework is presented.

A mapping of our proposed resource management ap-
proaches to the LTE/EPC architecture is depicted in

0

20

40

60

1 2 3 4 5 6 7 8 9 10
Simulation instance

# 
of

 s
es

si
on

s Optimization

After

Before

Active sessions

Figure 10: Number of active sessions per simulation instance

0

30

60

90

1 2 3 4 5 6 7 8 9 10
Simulation instance

# 
of

 b
ea

re
rs Optimization

After

Before

Active bearers

Figure 11: Number of active bearers per simulation instance

Fig. 14. Our admission control algorithm is designated
to be run by the eNodeB, while resource reallocation deci-
sions in case of congestion map to the functionality of the
PCRF node. According to 3GPP standards, if a mobile
station (MS) is connected to the network and is in idle
state, it is assigned a default bearer. Given that multiple
applications (with differing QoS requirements) can be run-
ning simultaneously from a user device, different bearers
supporting different QoS classes may need to be estab-
lished. When a new bearer (or the modification of the
existing one) is needed, an option is for the MS to send a
request to the application server (AS) on top of the default
bearer (Holma and Toskala, 2011). The AS then sends the
request for setup of a session to the PCRF, which creates
corresponding Policy and Charging Control (PCC) rules
to determine how a certain data flow will be treated (in-
cluding mapping to QCIs and bit rates). PCC rules are
then passed to an underlying Packet Data Network Gate-
way (P-GW) for QoS enforcement.

Considering the notion of a negotiated and signalled
MDP, we assume the MDP to be included in the PCC
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Figure 13: Real-time flows with violated loss, 95% confidence inter-
vals shown

rules (for details regarding the mapping of the MDP
to standardized PCC rules for the purposes of charg-
ing an interested reader is referred to (Grgic et al.,
2009)). The PCRF may request resources (bearer es-
tablishment/modification) for the optimal (highest qual-
ity) configuration derived from the MDP by sending a
request to the P-GW, where it is further passed on to
the eNodeB (via the Serving Gateway S-GW) and Mo-
bility Management Entity (MME)). If multiple requested
flows are assigned the same QCI, they can be mapped to
the same bearer, otherwise, several bearers are required.
The eNodeB performs the bearer admission control and
passes back a response via the aforementioned nodes to the
PCRF. In case of bearer establishment failure, the PCRF
now has the knowledge regarding alternative feasible ses-
sion configurations to attempt establishment of bearer(s)
for another configuration from the MDP. The bearer es-
tablishment attempt is iterated until there is a successful
outcome, otherwise the session is blocked.

The overhead of the proposed solution due to inclusion
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Figure 14: Mapping of the proposed resource management schemes
to the LTE architecture (Holma and Toskala, 2011)

of the QMO AS is induced by the calculation of the MDP,
discussed in detail in our previous work (Skorin-Kapov and
Matijasevic, 2009). We note again that the QMO AS is in-
cluded along the session establishment signalling path and
is responsible for matching client, service, and network pa-
rameters in order to derive an optimal session adaptation
path (i.e. the MDP). With regards to signalling, the abil-
ity to share the MDP information among the service and
network layers might obviate the need for a trial-and-error
approach to network resource reservation specified in exist-
ing 3GPP standards, hence leading to reduced signalling.

Following the calculation of the MDP, we consider sig-
nalling overhead during the admission control procedure
in the case that more than one session configuration has
to be tried: for each configuration (starting from the op-
timal one), a message is passed from the PCRF to the
eNodeB (via P-GW, S-GW and MME), and a response
has to be sent back indicating whether or not requested
resources are available. This procedure is repeated until a
feasible resource allocation can be made. While this proce-
dure may incur additional delay for session establishment,
it will allow the network to try multiple session configura-
tions without the need for additional end-to-end signalling
exchanges (between session endpoints) in the case that an
initial session configuration cannot be established. Conse-
quently, as we have shown, such an approach can lead to
an increased number of admitted sessions.

In case of reduced resource availability (e.g., due to
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congestion), eNodeB can notify the EPC about resource
shortage, and the message is forwarded to the PCRF,
which performs degradation of chosen sessions to less
resource-demanding configurations derived from stored
session MDPs. This decision then propagates to the eN-
odeB in the form of bearer modification/removal requests,
and to the ASs which change the regarding sessions pa-
rameters and notify the MSs. The decision on sessions to
be degraded is made by using the heuristic, in terms of mil-
liseconds. The only overhead left is signalling of changes
to the affected sessions. Since only a small number of
sessions (those which increased their resource consump-
tion after admission time) can be affected, the number
of signalling messages would not be significant. In terms
of performance, these modifications should be quick, e.g.,
shorter than 1.5 s, as in (Wu and Tu, 2013). The high level
overview of signalling procedures required for calculation
of MDP and proposed admission control and resource re-
allocation mechanisms is displayed in Fig. 15.

7. Summary of contributions and future work

In this paper we have presented two approaches for
resource management based on incorporation of user-
and service-related knowledge in the decision-making pro-
cess in form of MDP. As a first step we have proposed
an admission control algorithm utilizing MDP knowl-
edge. Our results have shown that by employing our
AC MDP algorithm, the average increase (as compared
to the AC noMDP algorithm) in admitted sessions was
32%, while the average increase in the number of bear-
ers was 29%. Furthermore, while the number of sessions
has increased considerably, this came at very little or no
expense regarding real-time service violations. Employing
such an AC algorithm would hence result in the increased
session admission rate.

In the second step, we proposed and evaluated an
MDP-based resource reallocation and optimization proce-
dure, invoked in light of resource shortage in order to de-
grade sessions to less resource demanding configurations.
Simulation results have shown decreased loss for real-time
bearers following the optimization procedure, as compared

to before running the procedure, with the average improve-
ment of 3.5%. In this way, additional resources are freed
for new sessions and the QoE of the existing sessions is
improved.

More extensive simulation traces: By running all
of our simulations in LTE-Sim, we were able to assess the
performance of the proposed algorithms in a simulated
LTE radio access network. In our ongoing work, we are
currently running longer simulation traces to further test
algorithm performance over an extended period of time.
Further, while we have conducted tests with a future envi-
sioned traffic mix incorporating complex multimedia ser-
vices, we also intend to verify our algorithms with a traffic
mix that is simpler in terms of session dynamics and re-
sembling the current traffic patterns in mobile networks.

QoE Assessment: While we have considered the im-
pact on end user QoE from the perspective of performing
utility-driven adaptation decisions, improving session es-
tablishment success, and meeting QoS requirements (i.e.
loss thresholds), we will further aim to make QoE esti-
mations using existing objective QoE prediction models.
Such estimations will enable us to quantify overall im-
provements in terms of estimated Mean Opinion Score
(MOS), thus obtaining better insight into the influence
of the algorithms on QoE.

Mapping to LTE/EPC: Considering applicability of
the proposed approach, while we have briefly discussed
a mapping of our mechanisms to standardized LTE/EPC
QoS and bearer management mechanisms, we are further
investigating a more detailed mapping addressing concrete
interfaces and signalling protocols in line with 3GPP stan-
dards. In this way we will be able to precisely assess the
signalling overhead induced by implementation of the pro-
posed algorithms.

QCIs in LTE-SIM: We note that a current limitation
of the LTE-Sim tool is the lack of support for mapping ser-
vice flows to multiple QCIs. Given that our approach in-
corporates the notion of mapping different service flows to
corresponding QCIs (depending on flow type and resource
requirements), as is in line with the standard 3GPP QoS
architecture, it would be beneficial to run tests in a sim-
ulated LTE environment whereby the eNodeB scheduler
accounts for different QoS classes. Hence, future efforts
will be targeted towards incorporating this functionality
into LTE-Sim, or conducting tests with other potentially
available tools.
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Poikselkä M, Mayer G, Khartabil H, Niemi A. The IMS: IP Multime-
dia Concepts and Services in the Mobile Domain, Second Edition.
J. Wiley & Sons, 2006.

Posoldova A, Oravec M. Fuzzy logic based admission control method
in wireless networks. In: EUROCON, 2013 IEEE. 2013. p. 431–6.
doi:10.1109/EUROCON.2013.6625018.

Reichl P, Tuffin B, Schatz R. Logarithmic laws in service quality per-
ception: where microeconomics meets psychophysics and quality
of experience. Telecommunication Systems 2011;:1–14.

Seppänen J, Varela M, Sgora A. An autonomous QoE-
driven network management framework. Journal
of Visual Communication and Image Representation
2013;doi:http://dx.doi.org/10.1016/j.jvcir.2013.11.010.

Sharafeddine S. Capacity assignment in multiservice packet networks
with soft maximum waiting time guarantees. Journal of Network
and Computer Applications 2011;34(1):62–72.

Shehada M, Thakolsri S, Despotovic Z, Kellerer W. QoE-based cross-
layer optimization for video delivery in long term evolution mo-
bile networks. In: Wireless Personal Multimedia Communications
(WPMC), 2011 14th International Symposium on. 2011. p. 1–5.

Shu’aibu DS, Yusof SKS, Fisal N, Ariffin SHS, Rashid RA, Lat-
iff NMA, Baguda YS. Fuzzy logic partition-based call admis-
sion control for mobile WiMAX. ommunications and Network-
ing 2011;2011. URL: http://dx.doi.org/10.5402/2011/171760.
doi:10.5402/2011/171760.

Skorin-Kapov L, Ivesic K, Aristomenopoulos G, Papavassiliou S. Ap-
proaches for utility-based QoE-driven optimization of network re-
source allocation for multimedia services. In: Biersack E, Callegari
C, Matijasevic M, editors. Data Traffic Monitoring and Analysis.
Springer Berlin Heidelberg; volume 7754 of Lecture Notes in Com-
puter Science; 2013. p. 337–58.

Skorin-Kapov L, Matijasevic M. A QoS negotiation and adaptation
framework for multimedia services in NGN. In: 10th Intl. Conf. on
Telecommunications, ConTEL. Zagreb, Croatia; 2009. p. 249–56.

18



Skorin-Kapov L, Mosmondor M, Dobrijevic O, Matijasevic M.
Application-Level QoS Negotiation and Signaling for Advanced
Multimedia Services in the IMS. Communications Magazine,
IEEE 2007;45(7):108–16. doi:10.1109/MCOM.2007.382669.

Suznjevic M, Stupar I, Matijasevic M. A model and soft-
ware architecture for MMORPG traffic generation based
on player behavior. Multimedia Systems 2013;19(3):231–
53. URL: http://dx.doi.org/10.1007/s00530-012-0269-x.
doi:10.1007/s00530-012-0269-x.

Svoboda P, Karner W, Rupp M. Traffic Analysis and Mod-
eling for World of Warcraft. In: Communications, 2007.
ICC ’07. IEEE International Conference on. 2007. p. 1612–7.
doi:10.1109/ICC.2007.270.

Thakolsri S, Kellerer W, Steinbach E. QoE-Based cross-layer opti-
mization of wireless video with unperceivable temporal video qual-

ity fluctuation. In: Communications (ICC), 2011 IEEE Interna-
tional Conference on. 2011. p. 1–6. doi:10.1109/icc.2011.5963296.

Wang J, Qiu Y. A New Call Admission Control Strategy for LTE
Femtocell Networks. In: 2nd Intl. Conf. on Advances in Computer
Science and Engineering. 2013. p. 334–8.

Wang Y, Kim JG, Chang SF, Kim HM. Utility-based video adap-
tation for universal multimedia access (UMA) and content-based
utility function prediction for real-time video transcoding. Multi-
media, IEEE Transactions on 2007;9(2):213–20.

Wu JS, Tu JY. A Fast IMS Service Recovery Mecha-
nism for the Handover Over MIH-Capable Heterogeneous Net-
works. Wireless Personal Communications 2013;68(4):1761–
87. URL: http://dx.doi.org/10.1007/s11277-012-0549-y.
doi:10.1007/s11277-012-0549-y.

19


